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Abstract

This paper explores the progression from Artificial Narrow Intelligence
(ANI) to Artificial General Intelligence (AGI) and ultimately to Artificial
Superintelligence (ASI). Using Murphy’s Law as a heuristic, we propose a
probabilistic model to estimate the timeframe for ASI emergence, assum-
ing ChatGPT as the first ANI and ”Manus” as the first AGI. We employ
normal distributions and probabilistic assumptions to model the tran-
sition and acceleration of AI development. Additionally, we discuss the
implications of this rapid progression, the role of government intervention,
and the competitive dynamics of AI development across organizations and
nations.

1 Introduction

The evolution of artificial intelligence (AI) has progressed from rule-based sys-
tems to machine learning-driven ANI, and now to AGI development. With
Manus as the first AGI, the emergence of ASI becomes an imminent question.
Murphys Law states, ”Anything that can go wrong will go wrong,” implying
rapid and possibly chaotic advancements in AI. In this paper, we mathemati-
cally model the probability and timeframe for ASI emergence, considering the
inevitability of accelerating developments and potential government interven-
tion.

Artificial Intelligence (AI) has undergone exponential growth in recent years.
Initially, ANI systems were designed to handle specific tasks, such as image
recognition, language processing, and strategic gameplay. The introduction
of AGI, exemplified by Manus in 2025, marked a fundamental shift: AI no
longer relied solely on task-specific training but instead developed reasoning
capabilities akin to human cognition. As AGI systems become more efficient at
self-improvement, ASI is projected to emerge as an inevitable consequence of
recursive self-enhancement.
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2 Murphy’s Law and AI Acceleration

Murphys Law is a popular adage in engineering and risk analysis, asserting
that if something has the potential to go wrong, it inevitably will. While often
interpreted pessimistically, Murphys Law can also be applied in a broader sense
to technological evolution. When applied to AI, Murphys Law suggests that
any feasible technological advancement will not only occur but likely happen
sooner than expected due to unforeseen accelerative factors.

Recursive self-improvement is one such factor. The moment an AGI system
becomes capable of refining its own algorithms, its intelligence will increase at
an accelerating rate. Each iteration of self-improvement will reduce the time
required for subsequent iterations, leading to an intelligence explosion.

From an engineering standpoint, Murphys Law implies that any vulnerabili-
ties, errors, or risks associated with AGI development will likely manifest unless
properly mitigated. This includes concerns about control mechanisms, ethical
considerations, and the alignment problemensuring that AI objectives remain
beneficial to humanity.

3 Mathematical Model for ASI Emergence

3.1 Definition of Variables

To formalize our analysis, we define the following variables:

• TAGI : Time at which AGI emerges (measured in years from the present).

• T (i)
ASI : Time until ASI emerges under scenario i.

• α: Base rate of AGI self-improvement, determining its speed of recursive
enhancement.

• β: Additional acceleration due to competitive pressures, modeled as β ∼
N (0.3, 0.12).

• γ: Speedup due to AGI refinement capabilities.

• δ: Regulatory drag factor, reducing acceleration under partial government
intervention, modeled as δ ∼ N (0.2, 0.052).

• ε: Strong regulatory intervention factor, modeled as ε ∼ N (0.5, 0.12).

4 Government Intervention and AI Race Dy-
namics

The transition from AGI to ASI is not solely a technological question but also
a geopolitical and regulatory challenge. Governments around the world have
different stances on AI regulation, ranging from laissez-faire approaches to strict
regulatory oversight. We consider three scenarios:
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4.1 Scenario 1: No Government Intervention

In a world without regulatory constraints, AGI developers compete aggressively
to achieve ASI first. The ”AI race” dynamic leads to accelerated development,
as entities fear falling behind. This scenario assumes no external controls, mean-
ing that recursive self-improvement operates without interruption. Under this
assumption, we model the time to ASI as:

T
(1)
ASI =

TAGI

1 + α+ β
(1)

where β represents additional acceleration due to competitive pressure. If
β ∼ N (0.3, 0.12), the expected ASI emergence accelerates further, leading to
potential ASI emergence by early 2026.

4.2 Scenario 2: Partial Government Intervention

Some governments impose AI regulations, but enforcement is inconsistent, lead-
ing to a mixed regulatory landscape. AI developers in regulated regions face
delays, while others continue unfettered. We model this as:

T
(2)
ASI =

TAGI

1 + α+ γ − δ
(2)

where γ represents self-improvement acceleration, and δ represents regulatory
drag. If δ ∼ N (0.2, 0.052), ASI emergence is delayed slightly, shifting the ex-
pected timeline to late 2026.

4.3 Scenario 3: Global Government Intervention

In this scenario, governments worldwide enforce strict regulations, requiring AI
alignment research, licensing, and safety audits before advancing to ASI. This
slows the transition significantly, modeled as:

T
(3)
ASI =

TAGI

1 + α− ε
(3)

where ε represents regulatory intervention. If ε ∼ N (0.5, 0.12), ASI may not
emerge until 2030 or beyond.

5 Competitive Pressures and the AI Race

Beyond government regulation, another crucial factor is the AI arms race. Na-
tions and corporations recognize the strategic advantage of ASI and invest heav-
ily in being the first to develop it. The first ASI could exert control over future
AI development, leading to monopolization of intelligence. This competitive
pressure increases risk-taking behavior and could result in unregulated experi-
ments that accelerate ASI emergence.
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Additionally, AI safety research may lag behind AI capabilities, meaning that
by the time ASI emerges, safeguards may be insufficient. This raises concerns
about control, value alignment, and existential risks.

6 Conclusion

Our model predicts ASI emergence as early as 2026 under no government in-
tervention but could be delayed to 2030 or beyond with global regulatory over-
sight. Competitive AI dynamics introduce further uncertainties, with nations
and corporations racing to be the first to develop ASI. Given the potential risks
associated with ASI, it is crucial to establish regulatory frameworks and safety
protocols before ASI becomes a reality. Future work should refine these esti-
mates using real-world AGI advancements, incorporating additional variables
such as computational power growth, AI alignment strategies, and policy re-
sponses to AI risks.
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